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Instructions to thercandidates :

1) AnmSwersQdor Q.2, Q3or Q.4

2) Make suitable diagram wherever necessary.

3) Figureio the right indicate full marks.

4) Assume suitable data if necessary.

Q1) a .cCompare Machine L earning with Traditionak-programming. [9]
b) What is Dimensionality Reductioh, Explain any one Dimensionality
Reduction technique. [6]
c) Writeanoteon Reinforcemé&ntil earhing. [4]

OR
Q2) @ Explainparametric & norparametric modelsinmachinelearning.  [5]
b) Differentiate supervised and¥insupervised learning techniques. [5]
c) Elaborate grouping and graging models. [5]
Q3) @ Elaborate random ferest regression. [9]
b) Differentiate multivafiate regression and univariate regression, [4]
c) Define Regression. Explain typesof regression. [6]

OR
Q4) @ What is underfitting and overfitting in machirie‘Learning explain the
techniquesto reduce overfitting? [9]
b) Explainany two Evaluation Metricsfor regression. [9]
c) ExplainElastic Net regressionin Machinielvearsing. [9]
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